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SUMMARY 

Usual computerized methods for measuring peak areas and associated com- 
putations on chromatograms require relatively highly reproducible retention times. 
They are prone to mis-identification of substances in chromatography of physiological 
fluids. The method described was developed for amino acid analyses of physiological 
mouse tissues. It tolerates noisy output, drifting baselines, vaAable retention times 
and unidentsed peaks. 

INTRODUCFION 

Most computerized chromatographs in use involve electronic integrators or 
on-line mini-computers_ They identify peaks by retention time, sometimes measured 
on previous runs of standard mixtures processed in the same computer run’,‘. These 
methods are suitable for, e.g., protein hydrolysates with reasonably reproducible 
retention times and steady baselines_ We screen mouse tissues (plasma liver, urine) 
for aminoacidopathies, and the complex chromatograms, particularly those from 
urine samples, may contain up to 50 ninhydrin-positive peaks.. The presence of 
unexpectedly large peaks may affect the resolution of nearby peaks because of con- 
centration effects. These problems were pa&ally ovetcome by mechanically Fe-editing 
integrator paper tape output and inserting amino acid name&‘. We required a more 
flexible approach. 

The rationale behind the method reported here is as follows. Few users of 
computing integrators linked to the output of chart recorders are happy to accept the 
printe> calculations without reference to the visual recorded output. Principally the 
“visual check” is to eliminate artifacts of either the analytical OF the computing 
systems. Persons with both skill and experience will therefore handle the recorder 
output at some time. This time/cost must be added to the nolminal computing time/ 
cost. 

Our method accepts this handling which takes place before any computation 
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is carried out.’ It is used to specify a number of parameters, principally the naming of 
peaks, their approximate positions (distance/time) if required, and references to over- 
lapping peaks. This is achieved by having on the recorder chart output a separate 
chs?nnel which gives a visual event mark simultaneously recording this on the output 
tape. It is thus possible to identify a substance by its position, shape and relation to 
other peaks, a feat difficult for a machine recognition system, and link it accurately 
to the digitized information from the analy&al output. 

During the development of our screening pro_mamme we accumulated data on 
inbred strains of mice for comparison with suspected mutant mice. We thus needed 
a method for comparing measured amino acid concentrations with those retrieved 
from a data store. It was important to be ab!e to update the data store easily. 

This paper describes the software in outiine, such that .a chromatogram analyst 
could either write his own software along these lines, but suiting his own individual 
needs, or get a computer scientist to write it for him. 

THE HARDWARE 

Any chromatographic data produced on a chart recorder can he used. The 
recorder must have at least two channels, one for the chromatographic output‘ and 
another for the monitor line (see below). Thus, for instance, with the commonly used 
three channel recorder on an amino acid analyzer, it will be necessary to sacrifice, for 
example, the short Bow-cell channel. Extra requirements are a data logger, a paper 
tape punch, a keyboard with paper tape output, a custom-made monitor (see below) 
and access to a computer. 

Data iogging 

The chromatogram output (from amino acid analyzer calorimeters in olur case) 
goes in parallel to the recorder and a Solartron data logger, which can scan up to 
twenty channels, which in turn drives an Addo paper tape punch. The data logger 
produces a four digit output representing the output voltage of the detector system, 
followed by a newline character. About 1800 lines of output are produced in a single 
12-h rim. 

Monitor 
This is not to be confused with the computer software of the same name. The 

monitor is a specially made electronic device which generates a steady d-c. output 
voltagt. This output is connected in parallel to the data logger, and thence to the 
paper tape punch, and to a recorder channel. It also has an input from the data logger 
which enables the monitor to count the number of scans on its output. Its output to 
the data logger is normally inhibited, preventing it reaching the paper tape punch, 
but after every hundred scans it activates this output, producing a line on the paper 
tape with four extra digits, and simultaneously, fractionally increases its voltage to 
the recorder, producing a step in the otherwise straight horizontal line. Thus the steps 
on the recorder trace exactly align with the hundreds of lines on the paper tape. The 
monitor also marks the end of each run with a string of + characters on the paper 
tape to enable the tapes from several runs to be visually separated. This facility is 
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activated by the master clock on our amino acid analyzer_ Circuit details are available 
from the authors. 

InsWuction tapes (see below) are punched on a-Teletype keyboard paper tape 
punch or on a Ferranti free-scan digit&r and manually spliced onto the data tapes. 
These are then sent to an ICL 4-75 computer at the Edinburgh Regional Computer 
Centre (ERCC), and xe usually dealt with on-line through a local terminal of a 
time-shared computing system. 

OPERA-FLON 

The peaks on the chart are identified and named by the analyst himself. The 
section of paper tape (eventually to become 2 magnetic disc file) corresponding to the ’ 
peak in question on the chart is identified by the position of the peak on the chart 
relative to the stepped monitor line on the chart, each step representing completion 
of 100 lines (scans) on the paper tape. Fractions of 10 may be obtained roughly by 
using a glass grid placed on the chart. For each peak, coded informaiion, representing 
the name and position of the peak, sometimes the approximate positions of the tops 
of multiple peaks, and the type of calculation required are punched onto Bn instruction 
tape. 

I 

Recently we have developed the use of a Ferranti free-scan digitiser for pro- 
ducing instruction tapes. The chart is laid on the digitiser table and 2 moveable cursor 
placed on the chart. Having zeroed the displays at an arbitrary origin, the CIXSOF 

conGnuously displays the -U-J? co-ordinates of its position. The machine is programmed 
to output the x co-ordinate to 2 paper tape punch when a button is pressed. The 
machine aiso has a keyboard for manually punching characters. calibration is 
provided by outputting the x co-ordinates of the steps in the monitor line, then peak 
position parameters are obtained by movement of the cursor. Again peak names are 
keyed in at the appropriate times. 

Other instructions on this tape, for the purposes of our particular application, 
include a key to sample numbers, tissues and genotypes, and a coded insbxction 
nominating 2 dam bank for comparison. A diagram of part of a chart is shown in 
Fig. 1, which also shows how its instruction tape would be coded. An example of 2 
full output is shown in Fig. 2. The output, is headed with the run date, sample number, 
tissue and genotype. This is followed by a list of amino acids and unidenti6ed peaks 
(e.g. PAA, PAB) as presented on the instruction tape, with their concentrations and 
intermediate calculations (area, ratio of areas of the peak and the internal standard, 
ratio x colour value and dilution-factor), and with a percentage comparison with a 
nominated mouse strain and tissue held in 2 “library”. 

The whole operation is faster than measuring the peaks manually. It is less 
tedious, more variable work then manual measurement and it is far less error prone. 
The lengthiest part of the operation is preparin, 0 the instruction tapes. This has been 
molIified by using the digitiser. 

THE SOFTWARE 

Ail of the software is written in IMP, the local Edinburgh lan,wge. It is, of 
course, possible to write a similar program in FORTRAN or ALGOL. 
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I RECORDER 
OUTPUT 

CHROLIATO - 

GRAPH 

I MONITOR 

NAME AAA 888 ccc DDD EEE 

START I 190 265 i 

APPROX. TOP 208 235 280 312 3L6 

END 265 370 1 

CALCULATION 
TYPE 2 3 2 .’ TR:PLE PEAK ” 3 

INSTRUCTION 
LINES AAA. 886 130 208 235 265 / CCC. DDD. EEE 265 260 312 3.& 370 

Fig. 1. Diagsam of a possible recorder output with the monitor line (upper part) and coding of peak 
names and position parameters into instruction lines (lower part). 

The software is in two files. The first one contains the main program 
(MOUSEIO). The second, backup file is a collection of external routines, accessed 
direct from an on-line console, or from MOUSEIO, which consist of lists of colour 
values, and inbred mouse strain data, stored in OWNARRAYS, and of STREAM 
definitions for loading the program with a nominated data file and for nominating 
output devices (usually line printer or teletype)_ Thus colour values etc. can be 
updated, using an EDITOR programme and the routines recompiled without having 
to recompile the main program. 

The main program routines 
Create data. Instead of using the slow routine READ to get the large instruction 

and data file into the central processor, the ERCC external routine SiMADDR is used 
which efficiently packs the whole file into a one dimensional byte integer array of 
single characters called DATA. 

No checks are carried out by SMADDR so further routines are required. 
Check instructions. This locates in the array DATA the positions of the start 

and finish of the instructions marked on the original instruction tape by -+- and * sym- 
bols, respectively_ It then “reads” the sample numbers etc. in the upper block. Then 
the instructions proper are searched for parity errors, the presence of letters and 
numbers in their correct respective positions and the correct number of parameters 
on ea,ch line_ Any faults are reprinted on a selected output device. 

C/zeck data. This locates the data block in the DATA array, it being marked 
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produce an output on a selected device giving the line number, the complete line of 
digits and a.* symbol beneath the offending character. The program stops after com- 
pleting CKECK DATA if there are any faults. Faults can be rapidly corrected on 
line using the EMAS EDITOR program. 

Decud2 instruction line. Each line of instructions is “read” in turn and the 
variables “amino acid name”, “start”, “top I”, “top 2”, etc. “end”, and “calculation 
type”, are allocated. The “start”, “end” and “top” variables are the numbers of the 
lines on the original data tape. 

Findpeak. The section of the DAT.4 array between “start” and “end”, is 
repacked into a real array called PEAK, the groups of four byte integers being con- 
verted first to real numbers (3527 becoming three thousand five hundred and twenty 
seven) and then to negative logarithms (proportional to concentration: Beer’s law). 

Area measurements, OP caicdation types. The analyst may make these as simple 
or as complex as he likes. The operations basic to all types are to take a mean baseline 
(mean of five points from “start”), to summate the points on the peak (i.e. the num- 
bers in the array PEAR) and to subtract the mean base x the length of the peak. 
To avoid errors due to baseline noise, first the mean of the first five numbers in 
PEAK is calculated_ Then the point with the greatest deviation from this mean is 
eliminated and the mean recalculated on the remaining four points. 

(1) Calculation type 1. This routine takes a mean baseline at each side of the 
peak, summates all the points in the PEAK array, subtracts the. rectangle formed 
by the length of the peak (between “start” and “end”) and the lower of the two 
baselines, then subtracts the triangle formed by the projection of the lower baseline, 
the difference in heights of the baseline and the sloping base of the peak (see Fig. 3). 

a = summation -b-c 

I I ZERO OPTICAL 

DENSITY 

Fig_ 3. Perfo- c.e of a c&ulacion type 1 on whole peaks.. 

This routine determines the area under any shape of peak or multiple pee 
without making any assumptions of triangularity as in manual area measurements. 

(2) Calculation types 2 and 3. These routines measure a peak with only one 
baseline, due to fusion with another peak_ The single mean baseline is determined 
as before. The routine FINDTOP is called (see below) and summation is performed 
from the base to the top. The base rectangle is subtracted from the area, and the 
half-peak area is multiplied by a scaling factor (see Fig. 4). 

Using calculation types 2 (left half of peak) and 3 (right half of peak), OQ a 
set of clean peaks with baselines on both sides gives an empirical mean correction 
factor due to peak asymmetry_ Thus: whole area = left hand side area x 2_05; 



a : caIcuIation type 2 

b: -- -3 . . 

ZERO OPTICAL .’ 
DENSITY 

Fig. 4. Ehstratkm of where cdcukdon types 2 ami 3 are used. 

whole area = right band side area x 1.95. ?l’he~cunst&s 205 and I _95~%~+&red& - 
the backup file for ease of updating. C&&&ion f4q& 2 and 3 ake -4ed automatic&~ 
by the main bExk of the program when it encounters an amino acid name consisting 
of two zxznes connected by a COW: e-g_ AAA, BIB in the insttcfion ilne(Figs: I. 
and 2). 

(3). Triple peaks. The area under a peak’having io baseSines --be de:Aed 
as folIows (see Fig. 5)_ First the area of the whole &oup of f&r& peaks-is measured 
witb a type I calculation. Then the areas of peaks A and C~are-m+ured bj * 2 
and 3 c&u2ations;respecti~e~y. Then B = whole -A --C; This t.a& + performed 
automatic&y by the main block of the pro_- when it e~~cuunters an amino acid 
name consistiig of three names axmected by canas: e.g. CCC, DDD, EEE in, the 
instruction line (Fig. 1). 

B 

Fig. 5. De temaation of the middle 

whote : calcufation type 1 

(4) Poorly resolved peaks. It is sometimes usefd ta have an e&mate of a p@~ 
area even when it is poorly resolved QTig_ 6) rather than no measurement at aIL 
Calculation types 4 or 5 are nsed. 

._ ‘. 

In this exampIe a dcuhtion type 5 measmzs the combined arez(A 4- B) by 
a type I calculation and subtracts from it I.95 times the “ha.V area-of B (cal&tion 
type 3) to give the approximate area of a shoulder on ffie ri&t.hand side,of a peak. 
For very dose peaks, the position of the maximum of I3 wiE be shifted to: the right 
and hence a smaller scaling factor than 1.95 will be appropriate (cakukk6n ty$)e 3A)- 
?-&se “calcdation types” are simikr to other published methad@_ 

Fir&up. CaIctition types 2 and 3 require .the top of a’ peak to be focated hi 
the PEMC array. Mere& choosing the highest point may cause kgeer~‘or~ in noi%. 
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Fig. 6. Calculation type 5 for shoulder peaks. It is assumed that substance A dots not cootribute to 
the area of the right hand side of peak B. 

chromato_mams. FINDTOP creates a movin, - window of five points in the PEAK 

array. The window is moved one position at a time through fhe array and determines 

the sign of the slope along these five points. The regression equation for this special 
case simplifies as follows for five consecutive points a-e equally spaced on the _X axis: 

n=2(a-e)fb-c 

which appears to be similar to the Li-function of Back et al.‘. The sign of n is the.sign 
of the slope. A top is defined as the mid position of the window when two consecutive 

window positions to the left both give a positive slope and two to the right a negative 
slope. As a further safeguard the instruction line contains the approximate position 
of the lop as measured on the chart. Only ten lines (scans or points) on either side of 
this approximate top are searched for a top by FINDTOP. Failure to find a top here 
aborts that line of instructions. The output (see Fig. 2) informs the analyst of the 
difference between the approximate and real tops, such that gross discrepancies can 
be discarded. 

Smoorh. All calculation types call the routine SMOOTH after the tops have 
been located but before summation. Our routine only removes grossly aberrent 

points. If noise were defined as a point on a slope whose numerical value did not lie 
between the values of its neighbours, the value of the offending point could be 
replaced by the mean of the neighbouring values. An example, is shown in Fig. 7a, 
where the window is travelling ‘-up” a slope and encounters a point noisy in the 
“upward” direction_ On the other hand Fig. 7b shows that noise in the ‘*downward” 
direction would cause the wrong point to be smoothed. This method is therefore 

not used. 
A cruder but more reliable definition of noise is, (for a line with positive slope 

and the window moving in the upward direction) a point which is lower than a point 
two places behind or higher than a point two places ahead. Fig. Sa shows that 
“upward” noise on an ‘kp” slope is corrected as before (point d is smoothed because 

it is higher than point f). In the case of “downward” noise on an “up” slope, Fig. 8b 
illustrates that while SMOOTH is centred on point b this point is faulted because it 
is higher than point d. However, the correction, placing it at the mean of a and c, 
hardly moves point b. When the window moves on and centres on point d (Fig. Scj, 
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original curve 
-__-_- smoothed curve 

8 original point 

0 smoothed point 

d direction of movement of window 

Fig. 7. Smoothing of a noisy point, defined as hzving a numerical value outside the range of its 
immediate neighbours .The noisy point would be smoothed correctly if it is ‘L~pward” noise on an 
“upward” siope (a), but in the case of “downward” noise on an “upward” slope (b) the wrong point 
is smoothed. This dekition is therefore not uxxi. 

this point is correctly smoothed because it is lower than point b. More sophisticated 
methods such as fitting sets of 5-7 points to a quadratie equations could be used, 
but our method is found to be reliable and s&e. 

SMOOTH is halted at maxima and minima as located by FINDTOP. 
Mrrin block uf progrmn. This calls routines in the appropri&te order, signals 

faults, performs the rest of the ca!culation (concentration = (area of peak/area of 
interna standard) x colour value x dilution factor), performs subtractions for cal- 
cuiation types 4 and 5 and the triple peak type, and calls output routines. 

. 

a b c 

Fig. 8. The SMOOTH routine using a different detinition of noise than that used foi Fig. 7, descriied 
in the text, correctly smooths upward noise (a). With downward noise, correct smoothing t&es @lace 
Cc) at the expense of a negligible movement of a good point (b). 
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CONCLUSIONS 

This program and its precursors have been in use in the laboratory regularly 
for two years. Technicians have been trained to operate all parts of the system. The 
saving in time over manual measurement is about three-fold and about four-fold 
when using the digitiser to produce instruction tapes. A typical chromatogram of 
four samples each with 34 peaks takes us about 270 min to measure manually_ Using 
this computer melhod the time is reduced to about 10 min. Use of the digit&x to 
produce instruction tapes reduces this further to about 70 min. Technicians find that 
they can work with this system for longer continuous periods than with manual peak 
measurements. All conceivable faults are trapped by the program and signalled on 
the output (e.g. stray points grossly affecting the baseline mean, failure to find a top 
in the correct region) without interrupting the rest of the run. The only known cause 
of error is in the initial peak identification by the analyst. This condition is considered 
preferable to that in which identification rests in the hands. of the integrator pro- 
grammer. 

The advantages of producing paper tape output off line have been that 
important tapes can be re-run 2s the program became more refined, that the pro- 
grammer has a large central processor at his disposal and that output can be filed 
and further-processed for output on, for instance, the ERCC graphplotter. 

At this stage of development of this system, the rate-limiting step is the pro- 
duction of instruction tapes even using a digitiser. This is mollified in our application 
by the fact that up to four chromatograph runs are processed in a single batch. We 
use a six-channel Kent recorder accepting the output from four synthronized chro- 
matograms. As stated, the data logger can scan up to twenty channels. Possibly the 
use of a video display system with interactive graphic would further improve the 
speed. 
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